所有的有限元程序最终都归结为解一个“稀疏”的方程。所谓稀疏，是指矩阵中每一行的非零元素个数满足：1）相对矩阵的总体尺寸是一个相对较小的量；2）即便网格进行加密，也限制在某个固定值以内，而不会随之增长。在这种情况下，存储整个矩阵的全部元素值是不经济的，为了节约内存，可以只存储非零元素的位置信息及对应的值。这就要求：对每一行，存储非零元素的列标号（我们称此为sparsity pattern），以及对应元素的值。

在deal.II中，sparsity pattern与实际sparse matrix是区分开的。因为往往几个不同的稀疏矩阵有着相同的sparsity pattern，比如用于时间推进格式的刚度矩阵与质量矩阵、或者特征值问题中的左右特征矩阵。

因而deal.II中matrix类是基于sparsity pattern类建立的。有两种主要的sparsity pattern类，如下：

**“Static” sparsity pattern**

deal.II中主要的稀疏矩阵类SparseMatrix，对每个矩阵元素只存储其值，而不存储这些元素所处的位置。为此，它会依赖于伴随它的一个sparsity pattern对象的信息（从而把元素的位置信息和值信息对应起来）。这个sparsity pattern对象必须属于SparsityPattern类。

SparsityPattern对象按两个阶段建立：首先，在一个“动态”阶段，分配非零元素的位置，预期矩阵在这些位置有非零元素；然后在“静态”阶段，这些非零的位置被“压缩”到Compressed Sparse Row(CSR)格式。在这之后，不会再加入新的非零位置。只有在压缩后sparsity pattern才能被附着到一个矩阵上去，因为后者需要前者高效的压缩数据格式。在动态阶段建立一个sparsity pattern常常利用DoFTools::make\_sparsity\_pattern()函数来实现。

这种两步建立sparsity pattern的方式的优点是，当它与一个矩阵配对被使用时，有着非常高效的数据格式。特别是，元素的位置信息以线性数组的方式进行存放，非常适合目前这种多级caches的CPU进行访问。因而，静态SparsityPattern类是唯一的deal.II的大多数SparseMatrix类能使用的类。

这种静态sparsity pattern的缺点是：其有效建立取决于对每行最多有多少元素的可靠估计。在实际构建过程中，比如在DoFTools::make\_sparsity\_pattern()函数中，最多只能分配如之前声明的那么多的元素。这就存在一个问题，因为很多时候我们无法准确预估每一行最多有几个元素。因而，一种常见的策略是先建立一个使用不那么高效的存储格式的用于过渡的sparsity pattern，之后再直接把它复制到静态的压缩格式中去。

**“Dynamic”或“compressed”sparsity pattern**

正如上面所述，往往很难对sparsity pattern中每一行元素个数的上限进行预估。因而，在糟糕的预估下试图分配一个regular的SparsityPattern需要巨大的内存，而这些存储几乎不会被用到，且在压缩后会被释放掉。

为了防止这点，deal.II含有一种“动态的”或者“压缩的”sparsity pattern叫做DynamicSparsityPattern，它会动态地根据添加当前元素需要多少内存来分配对应的内存。虽然这种方法节约了内存，但为了插入元素，需要使用不那么高效的存储格式，并且频繁的内存分配会显著增加计算时间。

这个类通常像下面这样使用：

DynamicSparsityPattern dsp (dof\_handler.n\_dofs());

//此时dsp只知道应该它应该有n\_dofs行，此外不含任何信息用以表示非零元素的位置，即此时dsp几乎为空。

DoFTools::make\_sparsity\_pattern (dof\_handler, dsp);

//计算基于dof\_handler产生的矩阵有哪些元素非零，并产生dsp对象代表了这些非零元素的位置。

constraints.condense (dsp); //必要时可使用

SparsityPattern final\_sparsity\_pattern;

final\_sparsity\_pattern.copy\_from (dsp);

//把生成的dsp拷贝给最终的sparsity\_pattern，两者应该几乎是一样的，除了在方阵情况时，会调换下元素的位置，使最终的sparsity\_pattern中每一行首元素为矩阵对角线元素所在列号。

**Dynamic block sparsity pattern**

类BlockDynamicSparsityPattern实现了用于构造block矩阵的动态sparsity pattern数组。

**SparsityPattern类**

这个类能存储矩阵中哪个元素非零（事实上也可能是零）并且为了哪个元素我们必须开辟内存以存储它的值。它使用compressed row storage(CSR)格式来存放数据，用作SparseMatrix类的基础。

**插叙：CSR格式**

CSR(compressed sparse row)或CRS(compressed row storage)格式，采用三个一维数组来代表一个矩阵。这三个数组分别存储非零元素的值、行的长度、以及列标号。这种格式允许快速的行访问，且适合于矩阵与向量相乘。

具体地讲：CSR格式利用三个(一维)数组A, IA, JA来存储一个稀疏的m×n矩阵M。用NNZ表示M中的非零元素个数。

1）数组A长度为NNZ，按照从左往右、从上往下的顺序保存了M中的所有非零元素（“row-major”的顺序）。

2）数组IA长度为m+1，它按如下递归方式定义：

IA[0]=0

IA[i]=IA[i-1]+(原始矩阵的i-1行的非零元素的个数)

因此，IA中的前m个元素存储了M中每一行的首个非零元素对应到数组A中的索引。则原始矩阵的第i行的值可从数组A的A[IA[i]]~A[IA[i+1]-1]元素获得。即，从某一行的起始元素直到下一行起始的前一个元素。

3）数组JA，保存了数组A中每个元素在矩阵M中对应的列的索引标号。因此其长度也是NNZ。

举个例子，如下矩阵：
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对应：

A = [ 5 8 3 6 ]

IA= [ 0 0 2 3 4 ]

JA= [ 0 1 2 1]

因此，相对于原矩阵的16个元素，CSR格式只包含了13个元素。

IA把数组A中的元素分割为行：(5, 8) (3) (6)；

而JA则把这些元素按列排好：(5, 8, 0, 0) (0, 0, 3, 0) (0, 6, 0, 0)

注：只有在NNZ<(m(n-1)-1)/2的时候CSR格式才能起到节约内存的效果。

在SparsityPattern中的某个元素，对应于SparseMatrix对象中能存放非零元素的地址，是按row-by-row的方式存储的。在每一行中，按从左往右的顺序存放元素；这种规则的例外是如果存储的矩阵是方阵的话，则对角元素被作为每一行的第一个元素被存储，以便加快求Jacobi或SSOR预处理等操作。

例如：使用四个方形网格构成的mesh求解拉普拉斯方程，共有9个未知数（这9个自由度在网格上的标号顺序往往是随机的），形成的矩阵为9×9的方阵，若使用双线性有限元，则可得到其对应的sparsity\_pattern为：

|  |
| --- |
| [0,0,1,2,3] |
| [1,1,0,2,3,4,5] |
| [2,2,0,1,3,6,7] |
| [3,3,0,1,2,4,5,6,7,8] |
| [4,4,1,3,5] |
| [5,5,1,3,4,7,8] |
| [6,6,2,3,7] |
| [7,7,2,3,5,6,8] |
| [8,8,3,5,7] |

其实这就是类似上面CSR格式中的IA和JA数组给出的信息。

其中每行的首个数字表示行号，其后的数字表示非零元素所在的列号。形成的方阵应该形如（红色表示矩阵中的该元素非零）：
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**SparseMatrix类**

这个类按照SparsityPattern表示的位置来存储矩阵元素的值。SparseMatrix中的元素的存储顺序与SparsityPattern类中元素的顺序保持一致。

**函数：**

**void DoFTools::make\_sparsity\_pattern**(const DoFHandlerType& dof\_handler,

SparsityPatternType& sparsity\_pattern,

const ConstraintMatrix& constraints=ConstraintMatrix(),

const bool keep\_constrained\_dofs=true,

const types::subdomain\_id subdomain\_id=numbers::invalid\_subdomain\_id

)

计算基于dof\_handler产生的矩阵有哪些元素非零，并产生sparsity pattern对象代表了这些非零元素的位置。

这个函数假定只有当一个有限元基函数的自由度是附着在网格的内部、面、边或格点上时，该基函数才是非零的。从而，在计算矩阵元素Aij时，(例如![](data:image/x-wmf;base64,183GmgAAAAAAACAKgAIBCQAAAACwVgEACQAAAy8CAAACALsAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAKAAiAKCwAAACYGDwAMAE1hdGhUeXBlAABwABIAAAAmBg8AGgD/////AAAQAAAAwP///6r////gCQAAKgIAAAUAAAAJAgAAAAIFAAAAFAKgAdsEHAAAAPsCgP4AAAAAAACQAQAAAAAAAgAAy87M5QABCXX3IwrgSN7ZCKjYGACAkwV1gAEJddUoZm4EAAAALQEAAAwAAAAyCgAAAAADAAAAKCwpACUCVwIAAwUAAAAUAhgC1gAcAAAA+wIi/wAAAAAAAJABAQAAAAACAADLzszlAAEJdU0mClPo3tkIqNgYAICTBXWAAQl11ShmbgQAAAAtAQEABAAAAPABAAANAAAAMgoAAAAABAAAAGlqaWpvABwFNgK8AQUAAAAUAqABNAAcAAAA+wKA/gAAAAAAAJABAQAAAAACAADLzszlAAEJdfcjCuFI3tkIqNgYAICTBXWAAQl11ShmbgQAAAAtAQAABAAAAPABAQAKAAAAMgoAAAAAAgAAAEFhEQQAAwUAAAAUAqABgwUcAAAA+wKA/gAAAAAAAJABAQAAAQACABBTeW1ib2wAdU0mClTo3tkIqNgYAICTBXWAAQl11ShmbgQAAAAtAQEABAAAAPABAAAKAAAAMgoAAAAAAgAAAGpqKwIAAwUAAAAUAqABxQIcAAAA+wKA/gAAAAAAAJABAAAAAQACABBTeW1ib2wAdfcjCuJI3tkIqNgYAICTBXWAAQl11ShmbgQAAAAtAQAABAAAAPABAQAJAAAAMgoAAAAAAQAAAD1qAAO7AAAAJgYPAGsBQXBwc01GQ0MBAEQBAABEAQAARGVzaWduIFNjaWVuY2UsIEluYy4ABQEABglEU01UNgAAE1dpbkFsbENvZGVQYWdlcwARBcvOzOUAEQNTeW1ib2wAE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEGQ291cmllcjEwIEJUABEGVGltZXMgTmV3IFJvbWFuABEETVQgRXh0cmEAEgAIIS9Fj0QvQVD0EA9HX0FQ8h8eQVD0FQ9BAPRF9CX0j0JfQQD0EA9DX0EA9I9F9CpfSPSPQQD0EA9A9I9Bf0j0EA9BKl9EX0X0X0X0X0EPDAEAAQABAgICAgACAAEBAQADAAQABQABAAoBAAIAg0EAAwAbAAALAQACAINpAAIAg2oAAAEBAAoCBIY9AD0CAINhAAIAgigAAgSExgNqAwAbAAALAQACAINpAAABAQAKAgCCLAACBITGA2oDABsAAAsBAAIAg2oAAAEBAAoCAIIpAAAAAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAG7VKGZuAAAKADgAigEAAAAAAQAAANjiGAAEAAAALQEBAAQAAADwAQAAAwAAAAAA)，i/j为全局索引)，只有当这些形函数对应的自由度所在的网格至少有一个是公共的，Aij才非零。因此，这个函数就是在所有网格上遍历，分辨出每个自由度的全局索引，并且假定只要某个矩阵元素是耦合了这些索引的(entries that couple any of these indices)，则该元素为非零。因为这个过程没有考虑之后将会求解的具体的方程，所以产生的sparsity pattern是对称的。

这个算法对每个网格上的全部形函数一视同仁，即，它简单地把一个网格上的某个自由度与该网格上的其他自由度耦合起来。这种做法与实际是一致的，且总是一种周全的假设。但是，如果你了解你的操作运算的结构，且它在某些形函数与某些试探函数间不产生耦合，则你可以使用下面将讲到的当前函数的某些变种。

上述方法依赖于假设：自由度间的耦合只有当形函数们至少在一个网格上有重合时才发生。对于大多数常见的使用协调有限元的公式而言，这种假设是对的。然而，对于间断有限元方法的公式，双线性泛函(bilinear form)包含了内边界上的项，这会在某个网格的形函数与其相邻网格的形函数间产生耦合。当前这个函数无法识别这种耦合，因而在sparsity pattern中也不会开辟相应的元素。这种问题可利用函数DoFTools::make\_flux\_sparsity\_pattern()来解决，它将考虑到相邻网格上自由度间的耦合问题。

**void DoFTools::make\_sparsity\_pattern**(const DoFHandlerType& dof\_handler,

const Table<2,Coupling>& coupling,

SparsityPatternType& sparsity\_pattern,

const ConstraintMatrix& constraints=ConstraintMatrix(),

const bool keep\_constrained\_dofs=true,

const types::subdomain\_id subdomain\_id=numbers::invalid\_subdomain\_id

)

这个函数是上面那个函数的一种变种，它提供了向量有限元会用到的功能，即更具体地指明在哪个方程中哪些变量有耦合。

例如，如果你想求解Stokes方程：
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在二维情况下，使用稳定Q2/Q1混合元(使用FESystem类)，则你不希望在每个方程中所有自由度都耦合。具体地讲，在第一个方程中，只出现了ux和p；在第二个方程中，只出现uy和p；在第三个方程中，只出现ux和uy（注意，这里只是谈到解向量的分量及不同的方程，不涉及自由度或任何离散格式的事）我们以下面的“耦合”pattern来表示：

![](data:image/x-wmf;base64,183GmgAAAAAAAMAGQAcACQAAAACRXwEACQAAAzkCAAACALoAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJAB8AGCwAAACYGDwAMAE1hdGhUeXBlAACgARIAAAAmBg8AGgD/////AAAQAAAAwP///6j///+ABgAA6AYAAAUAAAAJAgAAAAIFAAAAFALAAdgAHAAAAPsCgP4AAAAAAACQAQAAAAAAAgAAy87M5QABCXXcJwqa4OV0AKjYGACAkwV1gAEJdRIsZvAEAAAALQEAAAwAAAAyCgAAAAADAAAAMTAxMBwCHAIAAwUAAAAUAgAE2AAcAAAA+wKA/gAAAAAAAJABAAAAAAACAADLzszlAAEJdaEsCtRA5nQAqNgYAICTBXWAAQl1Eixm8AQAAAAtAQEABAAAAPABAAAMAAAAMgoAAAAAAwAAADAxMZocAhwCAAMFAAAAFAJABtgAHAAAAPsCgP4AAAAAAACQAQAAAAAAAgAAy87M5QABCXXcJwqb4OV0AKjYGACAkwV1gAEJdRIsZvAEAAAALQEAAAQAAADwAQEADAAAADIKAAAAAAMAAAAxMTDUHAIcAgADBQAAABQCugFAABwAAAD7AoD+AAAAAAAAkAEAAAABAAIAEFN5bWJvbAB1oSwK1UDmdACo2BgAgJMFdYABCXUSLGbwBAAAAC0BAQAEAAAA8AEAAAoAAAAyCgAAAAACAAAA6fmeBQADBQAAABQCKgNAAAoAAAAyCgAAAAACAAAA6vqeBQADBQAAABQCmgRAAAoAAAAyCgAAAAACAAAA6vqeBQADBQAAABQCCgZAAAoAAAAyCgAAAAACAAAA6vqeBQADBQAAABQCygZAAAoAAAAyCgAAAAACAAAA6/ueBQADugAAACYGDwBqAUFwcHNNRkNDAQBDAQAAQwEAAERlc2lnbiBTY2llbmNlLCBJbmMuAAUBAAYJRFNNVDYAABNXaW5BbGxDb2RlUGFnZXMAEQXLzszlABEDU3ltYm9sABNXaW5BbGxCYXNpY0NvZGVQYWdlcwARBkNvdXJpZXIxMCBCVAARBlRpbWVzIE5ldyBSb21hbgARBE1UIEV4dHJhABIACCEvRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwAEAAUAAQAKAQADAAMDAAEABQABAQEDAwAAAQACAIgxAAABAAIAiDAAAAEAAgCIMQAAAQACAIgwAAABAAIAiDEAAAEAAgCIMQAAAQACAIgxAAABAAIAiDEAAAEAAgCIMAAAAAACAJZbAAIAll0AAAAACgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0A8BIsZvAAAAoAOACKAQAAAAAAAAAA2OIYAAQAAAAtAQAABAAAAPABAQADAAAAAAA=)

这些0表示，在使用表顺有限元方程进行离散之前，我们不会在矩阵中写入某个元素，使得，比如，这个元素会把压力试探函数与压力形函数耦合起来。

（未完待续。。。）

**void** **DoFTools::make\_flux\_sparsity\_pattern**(const DoFHandlerType& dof\_handler,

SparsityPatternType& sparsity\_pattern,

）

这个函数假设你使用的用来产生矩阵的bilinear form包含了网格间界面上的积分项（即包含“通量”）。

这个函数适用于间断有限元。在间断有限元里，某个网格上的全部或部分自由度会与别的网格上的自由度通过共同的界面产生耦合。